
predict the magnitude of nucleation barriers 
and the rate of formation of crystal nuclei.

Leo Tolstoy’s novel Anna Karenina begins 
with the immortal words “All happy families 
are alike; each unhappy family is unhappy in its 
own way”. The main message of Zhou and col-
leagues’ paper can be summarized in a similar 
way: all nuclei that adopt an equilibrium shape 
are alike; every non-equilibrium-structured 
nucleus has its own shape. Moreover, the 
researchers demonstrate that non-equilibrium 
nuclei shapes not only are diverse, but also 
vary in time, and therefore probably enforce 
disparate nucleation pathways. ■
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N O A H  O L S M A N  &  J O H A N  P A U L S S O N

Anyone who has lived without central 
heating and cooling has had to learn 
the right combinations of opening 

windows, turning on radiators or adjust-
ing blinds to get the temperature just right.  
Modern thermostats eliminate all that: you set 
them once and the built-in controllers do the 
rest, regardless of changes in the weather or the 
type of home. The temperature might still vary 
a little, but as long as the heaters and coolers are 
designed correctly, it should vary around the 
set point, rather than merely taking the edge 
off the cold or heat.

On page 533, Aoki and colleagues report1 
an analogous system for chemical reactions in 
living cells. Specifically, they design a reaction 
module in which two components sequester 
each other, and show that adding this to almost 
any network can force the output of the system 
to maintain a precise value that is proportional 
to an input signal, in a way that is robust to 
both external disturbances and uncertainty in 
the internal parameters — a behaviour known 
as robust perfect adaptation. 

The results are striking for two reasons. 
First, most self-corrective biochemical 
circuits merely dampen the effects of external 
changes, rather than compensate for them 
perfectly. For example, by auto-repressing 
their own production, proteins can make 
their abundances less responsive to parameter 
changes than they would otherwise be, but still 
respond to some extent (Fig. 1a). Such systems 
are therefore known as homeostatic regula-
tors because they maintain similar (homeo), 

rather than the same (homo), protein levels. 
Second, the impact of adding extra reactions 
to a biomolecular network usually depends 
on context. For instance, adding a repres-
sion step could create a positive or a negative 
feedback loop, depending on the rest of the 
network. Most systems have therefore been 

modelled and engineered on a case-by-case 
basis, and it has been hard even to imagine 
that any universal synthetic control could  
be found.

The approach taken by Aoki and co-workers  
is as striking as their results. Anyone working 
with synthetic biologists will eventually hear 
them quote the last words that physicist 
Richard Feynman wrote on his blackboard: 
“What I cannot create, I do not understand.” 
However, Feynman was referring to math
ematical derivations rather than to the 
building of real-world systems such as bio-
logical networks, and Aoki and colleagues’ 
paper is one of the few in synthetic biology that 
truly lives up to the quote. The authors started 
by deriving exact mathematical rules that 
apply to broad classes of chemical-reaction  
system, and only then proceeded to physically  
build systems that illustrate the rule. 

Although the authors’ results pertain to 

S Y N T H E T I C  B I O L O G Y

Universal control in 
biochemical circuits
A module for implementing robust feedback control in synthetic cellular networks 
has been reported. Its design is first proved mathematically to be universal for all 
networks, and then implemented in living cells. See Letter p.533

Figure 1 | Two modes of feedback regulation in biological networks.  a, Auto-repression is a simple 
form of regulation for biological networks. In this general scheme, biomolecules (small spheres) in a 
network interact with each other, stimulated by an external input signal that acts on another molecule 
(yellow sphere). The molecule represented by the blue sphere inhibits the molecule acted on by the 
input, and produces a measurable output. When an external disturbance acts on part of the network 
(red sphere), altering the amplitude of the output, the network architecture partly compensates for the 
change, but does not precisely return the output to its original value. b, Aoki et al.1 report an antithetic 
feedback module in which the input acts on an actuator molecule, the output acts on a sensor molecule, 
and the actuator and sensor molecules combine to cancel each other out. This architecture compensates 
for disturbances, and guarantees that the output returns to precisely its original value. 
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average abundances of molecules across a 
population of cells, they were derived using 
frameworks that account for the inherent 
randomness of individual reaction events in 
individual cells. That might seem like a subtle 
distinction — mathematically accounting for 
probabilistic mechanisms but then predicting 
only averages of the resulting statistical distri-
butions. But for most chemical networks, in 
which reaction rates often depend nonlinearly 
on concentrations, accounting for probabilistic 
reactions is necessary even to predict the right 
averages. Aoki and colleagues’ unusual level of 
rigour in this respect thus makes their results 
much stronger.

More specifically, the authors focused on 
a system architecture known as antithetic 
integral feedback control2, in which feedback is 
implemented by actuator and sensor molecules 
that bind irreversibly to each other (Fig. 1b). 
If each sensor molecule consistently finds a 
partner actuator molecule, then the system 
detects that the output is correctly matching 
the input. If, instead, there are too many or too 
few sensor molecules, the actuator molecules 
automatically adjust the production of sensors 
to try to get the balance right, like a molecular 
‘buddy system’. Aoki et al. prove mathemati-
cally not only that this circuit has the capacity 
to implement robust perfect adaptation in any 
chemical-reaction network, but also that all 
networks that exhibit robust perfect adapta-
tion must at some level embed this kind of 
antithetic feedback motif. 

The authors went on to demonstrate that 
their theoretical control architecture can be 
implemented in living cells. They focused 
on a system that incorporates proteins called 
σ factors, which regulate the initiation of 
gene expression in bacteria. Some σ fac-
tors are sequestered by binding partners 
(anti-σ factors), such as the σ factor SigW 
from the bacterium Bacillus subtilis and its 
anti-σ factor RsiW. The researchers integrated 
SigW into the model bacterium Escherichia 
coli, and used it to regulate the expression of a 
green fluorescent protein (GFP) as a reporter 
of gene expression. They then coupled the 
activation of the GFP-producing genes to 
the production of RsiW, which subsequently 
sequesters SigW. The levels of SigW were also 
regulated by a small molecule that induces the 
expression of the sigW gene, and which acts 
as an input to the circuit. If the circuit worked 
as expected, then the amount of green fluor
escence produced by the E. coli cells should 
be proportional to the levels of SigW, and at 
steady state should be independent of any 
other parameters. 

Sure enough, Aoki et al. showed that varying 
the concentration of the inducer could be used 
to control GFP output as expected. Yet when 
the system was disturbed by adding a protease 
enzyme that degrades both GFP and a protein 
that affects RsiW production, the fluorescence 
signal transiently changed but then returned 
to a level that was indistinguishable from the 

starting value, demonstrating that the circuit 
does indeed exhibit robust perfect adapta-
tion. By contrast, in an analogous system that 
lacked feedback control, the same disturbance 
systematically lowered the concentration 
of GFP to about half of its initial value. The 
authors even replaced GFP with a protein that 
regulates cell growth, and thereby produced an 
E. coli strain that grew at a constant rate, despite 
changes in factors that would otherwise alter  
growth rate. 

One possible future direction for such work 
is to study the circuit in single cells, rather than 
its average effects across populations. On the 
one hand, recent work3 suggests that circuits 
of this type could increase spontaneous fluc-
tuations, as has also been reported4 for related 
classes of reaction scheme. On the other hand, 
previously published theoretical work5 from 
the same research group as that of Aoki et al. 
suggests that more-complex circuit architec-
tures could exhibit robust perfect adaptation 
without amplifying spontaneous fluctuations. 
Such behaviour will be necessary to ensure 
that circuits can perform precise, quantitative  

functions in any given cell, despite inherent 
noise and uncertainty. In the same way that 
reducing error rates in digital circuits was 
essential for the development of modern com-
puters, the ability to engineer sub-networks 
of cellular circuits that work precisely and 
robustly will probably be necessary as we seek 
to assemble complex synthetic cellular systems 
comparable to those found in nature. ■
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K I M  L E W I S  &  P H I L I P  S T R A N D W I T Z

All humans are  dif ferent  and, 
unsurprisingly, also differ in their 
response to drug treatments. It is usu-

ally thought that this variation is due mainly to 
differences in liver enzymes that specialize in 
detoxifying ingested molecules. Such enzymes 
can metabolize drugs, with consequences that 
include reducing or eliminating drug potency 
or making them toxic. Understanding how 
an individual will respond to a given drug is 
important in developing treatment plans. Yet 
our knowledge of drug fate in the body is still 
rudimentary, despite a long history of studies 
in this area. On page 462, Zimmermann et al.1 
put human gut bacteria in the spotlight in the 
quest to understand how drugs are naturally 
metabolized.

A handful of previous examples have 
revealed that the community of micro
organisms residing in the gut, termed the gut 
microbiota, can affect drugs. A classic example 
is the case of prontosil, the first widely used 
antibiotic. In the 1930s, the microbiologist 
Gerhard Domagk found that prontosil could 

tackle infection by the bacterium Streptococcus 
pyogenes in mice2. It was later established that 
prontosil is metabolized by gut bacteria to 
generate the molecule sulfanilamide, which 
is the active form of the drug3. Interestingly, 
had prontosil been tested for activity against 
S. pyogenes in a test tube, as we do today, its 
capacity to generate an antibiotic would have 
been missed. 

Other examples of gut bacteria affect-
ing drugs include the microbial inactivation 
of digoxin, which is used for heart condi-
tions4, and the bacterial modification of the 
chemotherapeutic agent irinotecan, which 
causes toxic side effects5. Zimmermann and 
colleagues devised a large-scale approach to 
tackle the open question of how widespread 
drug metabolism by the microbiota is.

The authors conducted in vitro tests to assess 
the ability of 76 bacterial strains from the 
human gut, representing 68 species from the 
main bacterial taxonomic groupings, to metab-
olize 271 drugs (Fig. 1). These drugs were 
chosen to provide a diverse group in terms of 
factors such as molecular structure or effect 
on the body. Zimmermann and colleagues 

M I C R O B I O L O G Y

Metabolic mischief as 
microbes target drugs
Tests of whether a range of gut bacteria can metabolize a diverse group of drugs 
has revealed that all the microbes metabolized some drugs and that more than 
half of the drugs were metabolized. See Article p.462
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